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1. Introduction

In [10], Horadam defines the shift action of a finite group G on the set of its 2-cocycles with trivial 
coefficients in an abelian group U . This action originates from equivalence of well-known objects in cocyclic 
design theory (see [2, Chapters 13, 15] and [9, Chapter 7]).

For example, let U = 〈−1〉 ∼= C2; a cocycle ψ : G × G → U is orthogonal if H = [ψ(g, h)]g,h∈G is a 
Hadamard matrix, i.e., HH� = nIn where n = |G|. Any such cocycle yields a relative difference set in the 
corresponding central extension of U by G with forbidden subgroup U , and vice versa [3]. These extensions, 
called Hadamard groups, were studied by Ito [11] using sophisticated algebraic techniques (see also [7]).

Orthogonal cocycles have diverse applications [9]. Moreover, de Launey and Horadam conjecture that 
there exists a cocyclic Hadamard matrix at every order n = 4t [9, p. 134]. It is unfortunate, then, that 
orthogonality and cohomological equivalence are incompatible: cocycles from the same cohomology class 
as an orthogonal cocycle need not themselves be orthogonal. A naive search for orthogonal cocycles would 
therefore run over the full cocycle space, whose size depends exponentially on |G|, rather than over the very 
much smaller space of cohomology classes. On the other hand, shift action respects both orthogonality and 
cohomological equivalence. That is, cocycles lying in the same shift orbit are cohomologous, and they are 
all orthogonal if any one of them is.
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Shift action is consequently an important tool in the study of cocyclic pairwise combinatorial designs 
and their applications. We introduce and develop a representation-theoretic variant of this action, which 
allows us to treat it in a practical way: via matrix groups acting on an underlying vector space of reasonable 
dimension. To this end, we provide a comprehensive description of complete reducibility and fixed points 
for shift representations. Our paper extends the reach of previous work such as [12], and is a starting point 
for further investigation of shift action in a computationally tractable setting.

We now summarize the content of the paper. In Section 2 we prove elementary facts about shift rep-
resentations. The main results of Section 3 are a determination of fixed points under shift action in the 
full cocycle space, and a bound on the dimension of the fixed coboundary space. We thereby solve most of 
Research Problem 55 (1) in [9]. Some relevant linear group theory is then given in Section 4. This serves 
as background for Section 5, where we establish that a shift representation is hardly ever completely re-
ducible. In fact, we provide criteria for deciding irreducibility and complete reducibility. As an illustration 
of the practical nature of our approach, in the final section we describe new results obtained from our
Magma [1] implementation of procedures to compute with shift representations. Open questions arising 
from the computational work are posed.

We remark that the machinery set up in this paper has been applied successfully in a recent classification 
of Butson Hadamard matrices of order n over pth roots of unity, for p prime and np ≤ 100 [5].

2. Preliminaries

Let G and U be finite non-trivial groups, with U abelian. A map φ : Gn → U is normalized if φ(x) = 1
whenever x has 1 in at least one component. We denote by F (Gn, U) the abelian group of normalized maps 
Gn → U under pointwise multiplication. A cocycle is an element ψ of F (G2, U) such that

ψ(g, h)ψ(gh, k) = ψ(g, hk)ψ(h, k) ∀g, h, k ∈ G. (1)

The cocycles form a subgroup Z(G, U) ≤ F (G2, U). If φ ∈ F (G, U) then ∂φ ∈ Z(G, U) defined by

∂φ(g, h) = φ(g)−1φ(h)−1φ(gh)

is a coboundary. The map ∂ : F (G, U) → Z(G, U) is a homomorphism with kernel Hom(G, U) ∼=
Hom(G/G′, U) where G′ = [G, G]. Put im ∂ = B(G, U). The elements of H(G, U) = Z(G, U)/B(G, U)
are cohomology (equivalence) classes; equivalent elements of Z(G, U) are cohomologous. If |G|, |U | are co-
prime (for example) then H(G, U) = 0.

For ψ ∈ Z(G, U) and a, g ∈ G, set ψa(g) = ψ(a, g). Using (1) we verify that ψaψb(∂(ψa))b = ψab, so

ψa = ψ∂(ψa) (2)

defines an action of G on Z(G, U) [10, Section 3]. This shift action obviously preserves cohomological 
equivalence.

Let Γ be the permutation representation G → Sym(Z(G, U)) associated to (2). If S ⊆ Z(G, U)
is Γ (G)-invariant then ΓS will denote the restricted representation of G in Sym(S).

Lemma 2.1. Suppose that S is a Γ (G)-invariant subgroup of Z(G, U). Then ΓS is a homomorphism 
G → Aut(S).
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Proof. For ψ, μ ∈ S and a ∈ G,

(ψμ)a = ψμ∂
(
(ψμ)a

)
= ψμ∂(ψaμa) = ψ∂(ψa)μ∂(μa) = ψaμa.

Since ΓS(a) is bijective, it is therefore an automorphism of S. �
Now let S be a subgroup of Z(G, U) containing B(G, U); so S is Γ (G)-invariant. (Note that S could be 

B(G, U) itself.) By Lemma 2.1 we obtain a shift representation ΓS of G in Aut(S). We demonstrate that 
ΓS is nearly always faithful, i.e., has trivial kernel.

Lemma 2.2. Suppose that |G| ≥ 5. For any μ ∈ Z(G, U), ΓμB(G,U) is faithful.

Proof. If ΓμB(G,U)(a) = 1 then (μψ)a = μaψa is a homomorphism for all ψ ∈ B(G, U). Thus μa and so ψa

are homomorphisms. It follows that

φ(ag)φ(ah)φ(gh) = φ(a)φ(g)φ(h)φ(agh) (3)

for all φ ∈ F (G, U) and g, h ∈ G. Setting g = a−1 and then h = a−1 in (3), and combining, gives

φ(g)φ
(
ga−1) = φ

(
a−1g

)
φ
(
aga−1). (4)

Suppose ∃g ∈ G \ CG(a), and choose φ so that φ(g) = φ(a−1g) = φ(aga−1) = 1. If a �= 1 then ga−1 /∈
{1, g, a−1g, aga−1}, so we can insist that φ(ga−1) �= 1. Since this contradicts (4), we must have a ∈ Z(G).

Let g /∈ {1, a−1}, h /∈ {1, a, g, ag}, and φ(ag) �= 1. If a �= 1 then ag /∈ T := {ah, gh, a, g, h, agh}, leaving 
us free to choose φ to be 1 on T . But then φ(ag) = 1 by (3). �
Remark 2.3. For |G| < 5, Γ is faithful if and only if G ∼= C3 or G ∼= C4 or U is not an elementary abelian 
2-group. If G ∼= C2 or C2 × C2 and U is an elementary abelian 2-group then Γ is trivial.

Corollary 2.4. Suppose that |G| ≥ 5. If S is a subgroup of Z(G, U) containing B(G, U) then ΓS is a faithful 
representation of G in Aut(S).

Usually, when discussing shift representations Γ or ΓB = ΓB(G,U), it is implicit that they are faithful. 
Then we identify G with Γ (G) or ΓB(G).

We have

Z(G,U) ∼= U |G|−1 × Hom
(
H2(G), U

)
,

H2(G) denoting the Schur multiplier of G [2, 20.6.4, p. 246]. Suppose that U is an elementary abelian 
p-group. By additivity of Z(G, −), it suffices to assume that U ∼= Cp (we expand on this comment in 
Section 4). So Z(G, U) is a vector space of dimension n = |G| + r − 1 over the field Fp of size p, where r
is the rank of the Sylow p-subgroup of H2(G). Hence Aut(Z(G, U)) ∼= GL(n, p), the general linear group 
of invertible n × n matrices over Fp. Also B(G, U) ∼= F (G, U)/Hom(G/G′, U) is an Fp-vector space of 
dimension |G| − s − 1, where s is the rank of the Sylow p-subgroup of G/G′.

Theorem 2.5. Suppose that |G| = m ≥ 5 and U has prime order p. Then Γ , ΓB are faithful representations 
of G in GL(m + r − 1, p) and GL(m − s − 1, p) respectively.

The explicit matrix representation of G depends on the choice of basis; varying this choice gives conjugate 
linear groups.
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Example 2.6. Let AS(G, U) = {ψ ∈ Z(G, U) | ψ(g, h) = ψ(h, g) if gh = hg}, the group of almost symmetric 
cocycles. Clearly B(G, U) ≤ AS(G, U). When G is abelian, AS(G, U)/B(G, U) ∼= Ext(G/G′, U) in the 
Universal Coefficient Theorem decomposition of H(G, U) [2, p. 255]. It is unknown whether this isomorphism 
holds for non-abelian G [6, Section 4]. The representation ΓAS(G,Cp) has degree at least |G| − 1.

Example 2.7. Let M(G, U) = Fix(G) := {ψ ∈ Z(G, U) | ψa = ψ ∀a ∈ G}, the group of cocycles multiplica-
tive in one and hence both components [10, pp. 131–132]. The restricted representation ΓM is trivial. One 
familiar instance of a multiplicative cocycle is a bilinear form.

We note the link to designs. As per [10, Section 5], ψ ∈ Z(G, U) is orthogonal if |ψ−1
g (u)| is constant for 

all g ∈ G \ {1} and u ∈ U . Thus, for ψ to be orthogonal, |U | has to divide |G|.

Example 2.8. Let U = 〈−1〉; then ψ is orthogonal precisely when [ψ(g, h)]g,h∈G is a Hadamard matrix. Here 
|ψ−1

g (u)| = |G|/2.

Theorem 2.9. ψ ∈ Z(G, U) is orthogonal if and only if ψ∂(ψa) is orthogonal for all a ∈ G.

Proof. See [9, Lemma 8.4, p. 165]. �
The orthogonal elements of Z(G, U) form a Γ (G)-invariant subset, but not subgroup. When U is ele-

mentary abelian, this set is partitioned into shift orbits of 1-dimensional subspaces.

3. Fixed points

Before considering linear properties of shift representations, we look at fixed points under shift action. 
We construct the fixed point space of all cocycles, and prove a lower bound on the dimension of the fixed 
point coboundary space (which is achieved for abelian groups). This solves most of Research Problem 55 (1) 
in [9]; see Theorems 3.5 and 3.8 below.

Let Fix(K), FixB(K) denote the set of K-fixed points in Z(K, U), B(K, U) respectively.

Lemma 3.1.

(i) Every element of Fix(G) is trivial in both components on G′.
(ii) If Hom(G, U) is trivial then so too is Fix(G).

Proof. Certainly ψ(g, −), ψ(−, g) ∈ Hom(G, U) for ψ ∈ Fix(G), and both parts are consequences of this. �
Let N � G. The inflation homomorphism inf : F ((G/N)k, U) → F (Gk, U) defined by

inf(f)(g1, . . . , gk) = f(g1N, . . . , gkN)

is injective. If f ∈ Z(G/N, U) or B(G/N, U) then inf(f) ∈ Z(G, U) or B(G, U) respectively. Thus inf induces 
a homomorphism H(G/N, U) → H(G, U). This is not necessarily injective—however, see the paragraph 
before Lemma 3.6 below.

Lemma 3.2. Fix(G) ∼= Fix(G/G′).

Proof. For each ψ ∈ Fix(G), set ψ̃(gG′, hG′) = ψ(g, h); by Lemma 3.1(i), ψ̃ ∈ Fix(G/G′). It is readily 
checked that ψ → ψ̃ defines an isomorphism with inverse inf : Z(G/G′, U) → Z(G, U) on Fix(G/G′). �
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Remark 3.3. Although FixB(G/G′) is isomorphic to a subgroup of FixB(G) via inflation, the isomorphism 
Fix(G) → Fix(G/G′) in the proof of Lemma 3.2 need not map FixB(G) into B(G/G′, U).

Proposition 3.4. Suppose that U is a cyclic p-group, and G a finite abelian p-group of rank r. Then
Fix(G) ∼= Ur2 .

Proof. Let G = 〈x1〉 ×· · ·×〈xr〉 and |U | = ps. Since ψ ∈ Fix(G) is multiplicative, ψ → (ψ(xi, xj))ij defines an 
injective homomorphism between Fix(G) and the additive abelian group Mat(r, U). In the opposite direction, 
Mat(r, U) embeds into Fix(Cr

p): define ψM ∈ Fix(Cr
p) for M ∈ Mat(r, U) by ψM (x, y) = ε(x)Mε(y)�, 

where ε(z) is the exponent vector (a1, . . . , ar) of z = xa1
1 · · ·xar

r , 0 ≤ ai ≤ p − 1 (ψM is the bilinear form 
corresponding to M over Zps). Thus Fix(Cr

p) ∼= Ur2 . Finally, inflation embeds Fix(Cr
p) into Fix(G), and the 

proof is complete. �
Let S be the set of common prime divisors of |U | and |G : G′|, rp be the rank of the Sylow p-subgroup 

of G/G′, and Up be the Sylow p-subgroup of U .

Theorem 3.5. Fix(G) ∼=
∏

p∈S U
r2
p

p .

Proof. Additivity of Z(K, −) and Lemmas 3.1(ii), 3.2 permit us to assume that G is abelian and replace U
by 

∏
p∈S Up. Also, restriction of Fix(X × Y ) to Fix(X) is an isomorphism if |Y | and |U | are coprime. Now 

use Proposition 3.4. �
Our analysis of FixB(G) uses the fact that inflation is an isomorphism of Ext(G/G′, U) ≤ H(G/G′, U)

onto a subgroup I(G, U) of H(G, U).

Lemma 3.6. Suppose that U is a cyclic p-group for an odd prime p dividing |G : G′| but not |G′|. Then 
[ψ] ∩ Fix(G) = ∅ for all non-trivial [ψ] ∈ I(G, U).

Proof. We first recap some material from [8, Section 2]. Let U = 〈u〉 and P/G′ = 〈g1G
′〉 × · · · × 〈gnG′〉 be 

the Sylow p-subgroup of G/G′, where giG′ has order pei ≥ p in G/G′. Suppose that G/G′ = P/G′ ×K/G′. 
Define Mi to be the pei × pei matrix

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 · · · 1 1 1
1 1 1 · · · 1 1 u

1 1 1 · · · 1 u u
...

...
. . .

...
...

1 1 u · · · u u u

1 u u · · · u u u

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Then put

Ni = Jpe1+···+ei−1 ⊗Mi ⊗ Jpei+1+···+en ⊗ J|K|,

Jd denoting the d × d all 1s matrix. The rows and columns of Mi are indexed 1, gi, . . . , gp
ei−1

i ; while Ni is 
indexed by the ‘Kronecker product’

{
1, g1, . . . , g

pe1−1
1

}
⊗ · · · ⊗

{
1, gn, . . . , gp

en−1
n

}
⊗K

of ordered sets in G (under an obvious interpretation). The matrix Ni designates a cocycle ψi ∈ Z(G, U), 
and I(G, U) = 〈[ψi] : 1 ≤ i ≤ n〉.
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Suppose that ψ ∈ 〈ψi : 1 ≤ i ≤ n〉 and ψ∂φ ∈ Fix(G) \ B(G, U). Then we must have ψ∂φ(gk, gk) =
ψs
k∂φ(gk, gk) = um say, for some k and 1 ≤ s < min{pek , |u|}. Write g for gk and e for ek. Since row g of 

Nk has u in column gp
e−1 and 1 in column gj for j < pe − 1,

∂φ
(
g, gp

e−1) = um(pe−1)ψs
k

(
g, gp

e−1)−1 = u(pe−1)m−s

whereas ∂φ(g, gj) = ujm. Hence

pe−1∏
j=1

∂φ
(
g, gj

)
= u(

∑pe−1
j=1 j)m−s.

Furthermore 
∑pe−1

j=1 j ≡ 0 mod pe. So

pe−1∏
j=1

φ(g)−1 ·
pe−1∏
j=1

φ
(
gj
)−1 ·

pe−1∏
j=1

φ
(
gj+1) ∈ u−sUpe

=⇒ φ
(
gp

e) ∈ u−sUpe

.

Now h = gp
e ∈ G′, and therefore

∂φ
(
h, hj

)
= ψ∂φ

(
h, hj

)
= ψ∂φ

(
g, hj

)pe

because ψ is inflated from Z(G/G′, U). Hence ∂φ(h, hj) ∈ Upe . Induction on j yields φ(hj) ∈ φ(h)jUpe . 
If |h| = r then

u−rs ∈ φ(h)rUpe

= φ
(
hr

)
Upe

= Upe

.

Since r is coprime to p, this implies that us ∈ Upe : a contradiction, proving the lemma. �
Remark 3.7. As further preparation for the next theorem, we note that when G is an abelian 2-group, 
and ψi, s are as in the above proof, [ψs

i ] ∩ Fix(G) = ∅ if and only if ei > 1 or |U | > 2.

Theorem 3.8. Let G be abelian. In the notation defined just before Theorem 3.5, FixB(G) ∼=
∏

p∈S U
sp
p where

(i) sp =
(
rp+1

2
)

if p is odd or |Up| > 2,
(ii) s2 =

(
r2+1

2
)
−k if |U2| = 2 and the largest elementary abelian subgroup over which the Sylow 2-subgroup 

of G splits has rank k.

Proof. (Cf. Theorem 3.5 and its proof.) Since

FixB(G) ∼=
∏
p∈S

FixB(Gp,Up)(Gp)

where Gp is the Sylow p-subgroup of G, we assume that G, U are p-groups with U cyclic. Next, I(G, U) =
AS(G, U)/B(G, U) and FixB(G) ≤ F := Fix(G) ∩ AS(G, U). As the proof of Proposition 3.4 shows, F is 
bijective with the set of symmetric elements of Mat(r, U). Now everything follows from Lemma 3.6 and 
Remark 3.7. �

It remains to determine sp precisely for non-abelian G. We return to the problem of calculating FixB(G)
in Section 6.
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4. Shift representations via linear groups

Our purpose in this section is to outline some basic linear group theory (as in, e.g., [4, Chapters 1 and 2]) 
relevant to the study of shift representations.

Let H ≤ GL(n, F) for any field F, and let V be the underlying n-dimensional F-vector space. 
An H-invariant subspace W is an H-module (H-submodule of V ). If W has a proper non-zero H-submodule 
then W is reducible; otherwise it is irreducible. We also call H ir/reducible when V is ir/reducible. Note 
that H is conjugate to a group of block triangular matrices with irreducible diagonal blocks. A completely 
reducible H-module is a direct sum of irreducible submodules; if V is completely reducible then we say that 
H is too. In that event H has a block diagonal conjugate in GL(n, F) with irreducible diagonal blocks.

Theorem 4.1 (Clifford). A normal subgroup of a completely reducible group is completely reducible.

Theorem 4.2 (Maschke). A finite subgroup of GL(n, F) of order coprime to charF is completely reducible.

We obtain a reduction to completely reducible groups in many cases. To elucidate, suppose that 
H ≤ GL(n,F) is block triangular with irreducible diagonal blocks. The kernel of projection onto the block 
diagonal is the unipotent radical U(H) of H, i.e., its largest unipotent normal subgroup (a unipotent sub-
group of GL(n, F) consists of unipotent matrices, so may be conjugated to a unitriangular group). If H is 
completely reducible then U(H) = 1; if U(H) = 1 then H is isomorphic to a completely reducible subgroup 
of GL(n, F).

Let charF = p.

Lemma 4.3. A p-subgroup P �= 1 of GL(n, F) is unipotent, so has non-trivial fixed points in V , and every 
irreducible P -module is 1-dimensional.

Corollary 4.4. If H has a non-trivial normal p-subgroup then H is not completely reducible.

Corollary 4.5. A nilpotent subgroup H of GL(n, F) is completely reducible if and only if p does not divide |H|.

Lemma 4.6. Let |F| = q. An abelian subgroup of GL(n, F) is irreducible if and only if it is cyclic of order 
dividing qn − 1 but not qk − 1 for k < n. At each order, the irreducible abelian subgroups of GL(n, F) form 
a single conjugacy class.

We now focus on (faithful) shift representations.

Lemma 4.7. Suppose that U is an elementary abelian p-group of rank r. Then Z(G, U) ∼=
⊕r

j=1 Z(G, Cp)
as G-modules.

Proof. For each direct factor Ui
∼= Cp of U , the subgroup Z(G, Ui) of Z(G, U) is a G-module, because its 

elements are the cocycles that map into Ui. �
In the situation of Lemma 4.7, G ≤ GL(d, p) is conjugate to a block diagonal group {(α(g), . . . , α(g)) |

g ∈ G} where d = dimFp
(Z(G, U)) and α is a homomorphism G → GL(d/r, p). So the shift representation 

theory of Z(G, U) reduces to that of Z(G, Cp). If U is not elementary abelian then we may encounter shift 
representations over the ring Zpa , a > 1.

Remember that orthogonal cocycles in Z(G, U) can exist only if |U | divides |G|; which is frequently our 
working assumption. Observe also that B(G, Cp) = 0 if and only if p = 2 and G ∼= C2. Thus Z(G, Cp)
is reducible whenever H(G, Cp) is non-trivial.
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Lemma 4.8. Suppose that Z(G, Cp) is completely reducible. Then Z(G, Cp) = B(G, Cp) ⊕ W for some 
W ≤ Fix(G) isomorphic to H(G, Cp). Hence each non-trivial element of H(G, Cp) contains a fixed point 
that is not a coboundary.

Proof. Since Z(G, Cp) is completely reducible, Z(G, Cp) = B(G, Cp) ⊕W for some G-submodule W . By def-
inition ψa ∈ W is cohomologous to ψ for all ψ ∈ W and a ∈ G: thus ψa = ψ. �
Corollary 4.9. If p is an odd prime dividing |G : G′| but not |G′| then Z(G, Cp) is not completely reducible.

Proof. Apply Lemmas 3.6 and 4.8. �
Complete reducibility of Γ and ΓB (i.e., of Γ (G), ΓB(G)) is explored fully in the next section.

5. Completely reducible shift representations

We first settle the question of when ΓB(G) can be irreducible. Theorems 5.10, 5.11, and 5.17 then cover 
the harder problem of deciding complete reducibility.

Lemma 5.1. Inflation Z(G/N, U) → Z(G, U) maps each G/N -invariant subgroup of Z(G/N, U) isomorphi-
cally onto a G-invariant subgroup of Z(G, U).

Proof. A routine calculation shows that inf(ψ)a = inf(ψaN), from which the claim is immediate. �
For the rest of this section, U = 〈u〉 ∼= Cp.

Corollary 5.2. If Z(G, U) (resp. B(G, U)) is completely reducible then each G/N -submodule of Z(G/N, U)
(resp. B(G/N, U)) is completely reducible.

We proceed to determine the irreducible ΓB(G).

Proposition 5.3. Suppose that B(G, U) is irreducible. Then G is simple and p � |G|.

Proof. The first assertion is another consequence of Lemma 5.1.
Suppose that p divides |G|. By Corollary 4.5 and Lemma 4.3, G is not abelian, and there is non-zero 

ψ ∈ B(G, U) such that |StabG(ψ)| ≥ p. Also ψG contains at least |G| − s − 1 distinct elements, where s is 
the rank of the Sylow p-subgroup of G/G′. Thus

|G| ≥ p
∣∣G : StabG(ψ)

∣∣ ≥ p|G| − p(s + 1),

implying that s �= 0. Then

ps ≤
∣∣G : G′∣∣ < |G| ≤ p

p− 1(s + 1).

However, ps−1(p − 1) ≥ s + 1 for all valid p, s. �
Order the non-identity elements g1, . . . , gn of G, and define φi ∈ F (G, U) by φi(gj) = uδij . The φis 

comprise an Fp-basis of F (G, U). Let {φε1,1
1 · · ·φε1,n

n , . . . , φεs,1
1 · · ·φεs,n

n } be a basis of Hom(G, U), where 
0 ≤ εi,j ≤ p − 1. If ϕi = ∂φi then
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〈
ϕ1, . . . , ϕn

∣∣ ϕp
i = [ϕi, ϕj ] = 1, 1 ≤ i, j ≤ n

ϕ
ε1,1
1 · · ·ϕε1,n

n = · · · = ϕ
εs,1
1 · · ·ϕεs,n

n = 1
〉

is a presentation of B(G, U). From this we extract a basis B(G, U) = {∂μ1, . . . , ∂μm} of B(G, U).

Lemma 5.4. For any a, g ∈ G and φ ∈ F (G, U), (∂φ)a = ∂φ where φ(g) = φ(ag)φ(a)−1.

We find ΓB(a) with respect to B(G, U) as follows. Write μi ∈ F (G, U) in terms of the φi. The relations 
in Hom(G, U) may be used to rewrite this expression in terms of the μi, say μηi,1

1 · · ·μηi,m
m . Then the ith 

row of the matrix in GL(m, p) representing ΓB(a) is the exponent vector ηi,1 ηi,2 . . . ηi,m.

Lemma 5.5. Suppose that Hom(G, U) = 1. Then row j of ΓB(gj) is all −1s; row i of ΓB(gj) for i �= j has a 
single non-zero entry, 1, in column l where gl = g−1

j gi.

Proof. Here B(G, U) = {∂φi | 1 ≤ i ≤ n}. By Lemma 5.4, φi(g) = φi(gjg) if i �= j, whereas φi(g) = u−1 if 
i = j. That is, φi = φl where gi = gjgl in the former cases, and φi = φ−1

1 · · ·φ−1
n in the latter. �

Now we can pinpoint when the coboundary module is irreducible. The large (compared to |G|) degree of 
such a representation again exerts a strong influence.

Theorem 5.6. B(G, U) is irreducible if and only if G is cyclic of prime order q, where q divides pn − 1 but 
not pk − 1 for any k ≤ n − 1.

Proof. Let B(G, U) be irreducible, and suppose that G is non-abelian. So there exists g ∈ G such that 
|g| = t > 2. Say that our ordering of the elements of G begins with g, g2, . . . , gt−1, and let α be the 
unimodular vector with 1 in position t − 1. By Lemma 5.5, if t < |G| then β = α + αg + · · · + αgt−1 �= 0; 
indeed β = (0, . . . , 0, −1, . . . , −1) where the initial −1 appears in position t. Clearly 〈g〉 fixes β. Thus 
|βG| ≤ |G|/3, implying that βG spans a proper non-zero G-submodule of B(G, U). Hence G must be 
abelian. Proposition 5.3 and Lemma 4.6 complete the proof. �

Our next task is to prove that Γ (G) and ΓB(G) are almost never completely reducible.
Let H be a subgroup of GL(d, F) with underlying space V . The dual module V ∗ of V is the d-dimensional 

F-space HomF(V, F), where the action of H on V ∗ is defined by fx(v) = f(vx−1). This action gives rise to 
a (‘contragredient’) representation Λ : H → GL(d, F). For a suitable basis of V ∗, Λ(x) = (x−1)�.

Lemma 5.7. If Hom(G, U) = 1 and p divides |G| then B(G, U)∗ has non-trivial fixed points.

Proof. By Lemma 5.5, Λ(G) = ΓB(G)� fixes every element in the subspace spanned by the all 1s vector. �
Lemma 5.8. Let V be a completely reducible H-module. Then V has non-trivial H-fixed points if and only 
if V ∗ does.

Proof. Let W be the submodule of V spanned by a non-trivial fixed point w. We have V = W ⊕X for some 
H-submodule X. The assignment f : aw + x → a for a ∈ F, x ∈ X then defines a non-trivial fixed point f
in V ∗. Since V ∗ is completely reducible and V ∼= V ∗∗, this proves the lemma. �

Henceforth p divides |G|.

Proposition 5.9. If Hom(G, U) = 1 then B(G, U) is not completely reducible.
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Proof. This follows from Lemmas 3.1(ii), 5.7, and 5.8. �
Theorem 5.10. Suppose that |G : G′| ≥ 5, or G/G′ ∼= C4, or G/G′ ∼= C3 and p �= 3. Then ΓB(G) is not 
completely reducible.

Proof. With the aid of Lemma 5.4 it may be seen that |ΓB(C4)| ≥ 2 and ΓB(C3) = 1 if and only if 
p = 3. Therefore, by Lemma 2.2, G (resp. G/G′) acts faithfully on B(G, U) (resp. B(G/G′, U)), except 
perhaps when G/G′ ∼= C4. Now if p does not divide |G/G′| then we appeal to Proposition 5.9. Otherwise 
Corollaries 4.5 and 5.2 give the result. �

The next theorem extends Corollary 4.9 significantly.

Theorem 5.11. Suppose that either p > 2 or G/G′ � C2, C2
2. Then Γ (G) is not completely reducible.

Proof. The approach used to prove Theorem 5.10 carries over, mutatis mutandis (heeding Remark 2.3). �
Remark 5.12. Γ (G) completely reducible implies ΓB(G) completely reducible, so most of this theorem follows 
from the previous one anyway.

To round out the section, we provide a family of completely reducible shift representations as a partial 
converse of Theorems 5.10 and 5.11.

Lemma 5.13. If Hom(K, U) = 1 then the kernel W = {∂λ | λK = 1} of the restriction map B(G, U) �
B(K, U) is a K-submodule of B(G, U).

Now suppose that U ∼= C2, and G = K � 〈h〉 where |K| > 1 is odd, |h| = 2, and h acts invertingly on K.

Lemma 5.14. Let W be the K-submodule of V = B(G, U) as in Lemma 5.13. Then V = W ⊕Wh.

Proof. First, dimF2(W ) = dimF2(Wh) = 1
2dimF2(V ). By Lemma 5.4, if ∂λ ∈ W ∩Wh then ∂λ = ∂μ where 

μ(hK) is constant and μK = 1. For any such μ, ∂μ = 1. �
Corollary 5.15. V is a direct sum 

∑r
i=1(Wi⊕Wih) of G-modules Wi⊕Wih where W1, . . . , Wr are irreducible 

K-submodules of W .

Suppose that X is a proper non-zero G-submodule of Wi ⊕ Wih. Select v ∈ Wi and g ∈ K such that 
vg �= v (we can do this because the only K-fixed point in W is the zero vector). Since projection of Wi⊕Wih

onto Wih restricted to X is surjective, there exists u ∈ Wi such that u + vh ∈ X. Let Y be the span of aK
where a := ug + vgh. Notice that a /∈ X. Thus Y is a non-zero K-submodule of Wi ⊕Wih not contained 
in X.

Lemma 5.16. If K is abelian then Y is a G-module.

Proof. We have v =
∑

c∈K ecuc for some ec ∈ F2. Hence v +
∑

c∈K ecvc
−1h =

∑
c ec(u + vh)c ∈ X. Since 

uh + v ∈ X, this forces u =
∑

c ecvc
−1. Therefore

ah = ugh + vg =
( ∑

c∈K

ecvghc

)
+

∑
c∈K

ecugc =
∑
c

ecac ∈ Y

as desired. �
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It is easy to see that X, Y , Wi are of the same dimension. Also X ∩ Y = 0: thus Wi ⊕Wih = X ⊕ Y . 
We conclude that B(G, C2) is a completely reducible G-module. Since Z(G, C2) splits over B(G, C2) by a 
1-dimensional fixed point space, this proves

Theorem 5.17. Suppose that G = K � 〈h〉, where K �= 1 is odd order abelian and the involution h inverts 
K elementwise. Then Γ (G) is completely reducible.

6. Computing with shift representations

Building on work by E.A. O’Brien and the first author, we have implemented a suite of Magma proce-
dures for computing with the shift representation of G in GL(Z(G, U)) and GL(B(G, U)) for an elementary 
abelian group U . In this section we discuss the output of several computational experiments dealing with 
fixed points, complete reducibility, the orbit structure of Z(G, U), and orthogonal cocycles.

We explained after Lemma 5.4 how to compute ΓB(G). Suppose that {∂μ1, . . . , ∂μm} is a basis of B(G, U). 
We extend this to a basis {ψ1, . . . , ψn, ∂μ1, . . . , ∂μm} of Z(G, U) by the method in [8, Section 2]. If ψia =
ψi∂φ for ∂φ = μ

ηi,1
1 · · ·μηi,m

m then

Γ (a) =
(

1n M

0m×n ΓB(a)

)
,

where the ith row of M is ηi,1 . . . ηi,m.

6.1. Fixed points

Let U ∼= Cp and let r be the rank of the Sylow p-subgroup of G/G′. Remark 3.3 implies a lower bound ls
for s = dimFp

(FixB(G)): ls =
(
r+1
2
)

and ls =
(
r+1
2
)
− k in parts (i), (ii) respectively of Theorem 3.8. There 

are certainly groups G with s > ls. Some examples, drawn from the Magma SmallGroups library, are given 
in Table 1 (Dm is the dihedral group of order 2m; Qm is the generalized quaternion group of order 2m).

Table 1
Dimensions of fixed coboundary spaces.

G SmallGroups label p ls s

D8 (16,7) 2 1 2
C3 � Q3 (24,4) 2 1 2
C4

2 � C2 (32,27) 2 3 5
C2

3 � C3 (27,3) 3 3 4
(C9 × C3) � C3 (81,3) 3 3 4

C5 � C2
5 (125,3) 5 3 4

We seek to characterize those G for which s = ls.

6.2. Completely reducible representations

By Theorem 5.11, G seldom has a completely reducible shift representation Γ in characteristic p dividing 
|G|; Theorem 5.17 demonstrates sufficient conditions for their existence. Computational searches suggest 
that these conditions are necessary too.

Conjecture 6.1. Let U ∼= Cp. Then Γ (G) �= 1 is completely reducible if and only if |G : G′| = p = 2 and G′

is abelian of odd order.

The other possibility G/G′ ∼= U ∼= C3 unaccounted for by Theorem 5.10 prompted more searches. The 
evidence points to
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Conjecture 6.2. Let U be cyclic of order 3. Then ΓB is completely reducible if and only if |G : G′| = 3 and 
G′ is abelian of order not divisible by 3.

At this stage it is worthwhile reviewing the interplay between existence of fixed points and complete 
reducibility. In the uninteresting case that p does not divide |G|, there are no fixed points at all by 
Lemma 3.1(ii) (cf. the comment before [9, Corollary 8.44, p. 188]). Suppose that p divides |G : G′|. 
Fixed coboundaries exist for odd p, but B(G, U) can be completely reducible only if p = 3 and FixB(G)
is 1-dimensional. For p = 2, Theorem 5.17 furnishes completely reducible G with Fix(G) of dimension 1 and 
intersecting B(G, U) trivially.

6.3. Orbit structure

Although shift representations enable us to compute G-orbits in moderate degree, the number of orbits 
grows exponentially with |G|. Shift orbits in B(G, U) have been enumerated previously for cyclic and 
elementary abelian G [12, Section 4]. (Our G-module B(G, U) is isomorphic to a quotient of the group ring 
RG in [12].) We confirmed those listings, and in the tables below add some new examples in the full cocycle 
space Z(G, U). The first row states orbit length and the second row gives the number of orbits of each 
length.

B(C2
3,C3)

1 3 9
27 0 78

Z(C2
3,C3)

1 3 9
81 216 2106

Z(C9,C3)

1 3 9
3 8 726

B(C2
2 × C3,C3)

1 2 3 4 6 12
3 15 24 12 360 4728

B(D4,C2)

1 2 4 8
4 4 1 2

Z(D4,C2)

1 2 4 8
16 16 36 8

Z(D8,C2)

1 2 4 8 16
16 16 100 968 3584

6.4. Orthogonal cocycles

We often stipulate that U ∼= Cp when handling shift representations algebraically. However, this may 
complicate a search for orthogonal cocycles. If U =×r

j=1 Uj and ψ ∈ Z(G, U) is orthogonal then so too is 
each projection ψj ∈ Z(G, Uj). (For a converse statement see [13, Theorem 3.4].) Suppose that Z(G, Uk)
contains exactly tk orthogonal cocycles; by testing a space of size t1 · · · tr we will locate all orthogonal 
elements of Z(G, U). The problem is most amenable when the Uk are isomorphic. For instance, much 
is known about orthogonal cocycles when G and U are both elementary abelian p-groups (see, e.g., [2, 
Chapter 21]).

As just a sample of the data that can be generated, Tables 2, 3, and 4 display the total number n of 
orthogonal cocycles found using shift orbits in Z(G, U) for various small G and |U | = 2 or 3.

Table 2
G abelian, |U | = 2.

G C2 × C4 C2
2 × C3 C2

2 × C4 C4 × C4 C2
2 × C5 C2 × C8

n 16 24 1984 192 120 96
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Table 3
G non-abelian, |U | = 2.

G D4 Q3 D6 Alt(4) D8 Q4 D10

n 32 0 72 96 768 128 2200

Table 4
|U | = 3.

G C6 D3 C9 C2
3 C12 C3 � C4 Alt(4) D6 C2

2 × C3 C15

n 0 0 18 144 0 288 48 0 96 0

Many cocycles in Tables 2 and 3 correspond to Hadamard equivalent matrices. Note that the cocyclic 
Hadamard matrices of orders less than 40 were classified by Ó Catháin and Röder [14]. Tables 2 and 3 agree 
with results of that paper.

The majority of orthogonal cocycles tend to lie in orbits of maximal length. When U ∼= C2 and G ∼=
C2

2 × Cm for m ∈ {3, 5}, orthogonal cocycles are in orbits of length |G|, and are of the form ψ1 · · ·ψm∂φ

where {[ψ1], . . . , [ψm]} is a basis of H(G, U). The orthogonal cocycles for G ∼= D6 or D10 also lie in maximal 
orbits. This is consistent with [12, Theorem 12].
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